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Abstract—The rapid computerized simulation of stochastic computing
(SC) systems is a challenging problem. A method for agile simulation
of SC image processing is proposed in this work. The input operands
are processed with the aid of a correlation-controlled contingency table
(CT) construct without using actual stochastic bit-streams. The proposed
approach underlines the validity of CT simulation with 1) image com-
positing; 2) pattern detection; and 3) bilinear interpolation case studies.
Using the corresponding error models, we emulate the state-of-the-
art pseudo-random and quasi-random bit-streams. Experimental results
show that the proposed approach achieves similar computation accuracy
to the traditional SC simulation while performing runtime- and memory-
efficient computations. The execution time reduces more than 200× for
the image compositing task when emulating random bit-streams with CT.
Pattern detection and bilinear interpolation further showed 76× and 22×
lower memory usage, respectively, when employing CT.

Index Terms—Computer-aided simulation, contingency table
(CT), image processing, stochastic computing (SC).

I. INTRODUCTION

The simulation of stochastic computing (SC) systems [1] faces
time and memory complexity challenges due to conducting very long
bit-by-bit processing. Especially, simulating SC-based processing of
high-density data like image matrices in row–column format is very
time consuming. In SC, the precision of data and the quality of the
results are affected by the length of stochastic bit-streams [1]. The
larger the bit-stream size (N), the higher the accuracy of the com-
putations [2]. Often very long bit-streams, in orders of 103 to 104

bits, must be processed for high-quality results. To have an output
bit-stream with a resolution of 8 bits, bit-streams of at least 216 bits
need to be processed [3].

SC has been popular for the simple execution of complex image
processing tasks [5], [6], [7], [8], [9], [10], [11], [12], [13], [14].
Considering the large number of image data that need to be processed,
fast simulation of SC-based systems is challenging even with short
bit-stream sizes of 100 bits. Sometimes large design space explo-
rations are done by varying the bit-stream size from hundreds to tens
of thousands bits to study the performance of an SC system.
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Instead of explicitly generating and processing stochastic bit-
streams, this work performs SC in a radically different way. Simple
arithmetic operations on scalar values replace traditional bit-wise
operations on stochastic bit-streams. The input operands are pro-
cessed with the aid of a contingency table (CT) construct [4]
without explicitly processing bit-streams. This allows latency-free
and memory-aware emulation of SC systems without impacting the
results. We show that similar accuracy to traditional stochastic bit-
stream processing is achieved with this approach. CT’s usage has not
been explored before at the application level. This work studies the
effect of CT in the simulation of SC image processing case studies.
We utilize some simple SC circuits (2-to-1 MUX, XOR, and 4-to-1
MUX) for image compositing, pattern detection, and bilinear inter-
polation tasks for the first time. In summary, the main contributions
of this work are as follows.

1) Developing simple SC designs for three image processing tasks:
2-to-1 MUX (image compositing), XOR (pattern detection), and
4-to-1 MUX (bilinear interpolation).

2) Evaluating CT-based SC simulation for image processing case
studies.

3) Emulating state-of-the-art Sobol-based low-discrepancy (LD),
binomial distributed, and linear-feedback shift register-based
(LFSR) bit-streams with CT.

4) Runtime comparison of SC bit-stream processing and CT-based
simulation on CPU and GPU.

II. STOCHASTIC COMPUTING AND CONTINGENCY TABLES

SC is a re-emerging paradigm for the cost-efficient and fault-
tolerant design of digital systems. Data values are represented with
bit-streams with equal bit significance. Arithmetic operations are
implemented by performing simple bit-wise operations on the bit-
streams. For example, multiplication is realized by bit-wise AND
(XNOR) on unipolar (bipolar) bit-streams [6]. To accurately multiply
two n-bit precision data, bit-streams of at least 22n bits must be pro-
cessed [3]. Generating and processing such long bit-streams is very
time and memory consuming, especially when n increases.

The power of SC stems from the probabilistic behavior of random
bit-streams in which 1s and 0s occur randomly in no specific order. The
state-of-the-art distributions for stochastic bit-streams are binomial
distribution, Sobol-based LD, and LFSR-based pseudo-random. During
bit-stream generation, a stochastic bit-stream generator is coupled
with a comparator that compares a randomly generated binary number
with the to-be-encoded input scalar value. If the scalar value is greater
than the random number, the corresponding bit of the bit-stream is
1; otherwise, it is 0. LFSR-based randomization is the most popular
bit-stream generation method in the literature [15]. LFSR provides
pseudo-randomness with binary numbers that are generated circularly.
Some recent works use Sobol sequences to generate quasi-random
numbers. Sobol sequences are used to generate LD bit-streams for
highly accurate SC arithmetic [16], [17]. The third approach uses
binomial distribution and has been used in the literature in quantifying
the random fluctuation error of SC operations. The probability P,
represented by a stochastic bit-stream, can be considered based on
a set of samples from a random variable (RV) having a Bernoulli
distribution with a success probability of P [18]. Bernoulli distribution
is employed to produce bit-streams with uniformly distributed bits.
This distribution is obtained by using N different Bernoulli trials.

As a bit-stream emulation construct, CT, is a 2×2 table of four scalar
values. As if i-bit bit-streams are generated, the binary interaction
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Fig. 1. Summary of CT and bit-by-bit simulation, including the theory behind CT and examples. (a) From bit-streams to scalar-only processing. (b) SCC
formula for quantifying correlation. (c) Steps for setting up CT, and the relation between CT primitives (a, b, c, d) and logic operations. (d) Numerical
example with X1 = 2 and X2 = 4 from bit-streams to scalar-only processing. (e) Same example with actual bit-streams.

between input operands (i.e., bit-streams) are recorded for 11, 10,
01, and 00 logic pair overlaps in any i position of the bit-streams.
Fig. 1(a) shows an example of generating a CT. Logic pairs at any
bit position i are cumulatively denoted using a, b, c, and d. These
are called CT primitives. Logic operations are defined using these
primitives. For example, AND operation corresponds to 11 (i.e., a)
bit pairs between the two bit-streams, X1 and X2. Without explicitly
generating bit-streams, the CT is directly generated from the scalar
(binary equivalent) values of X1 and X2, where 0 ≤ X1, X2 ≤ N,
and N is the bit-stream length. Now the question is how to find a, b,
c, and d values directly from scalar values. The answer depends on
“correlation.” For correct functionality, some SC designs need input
bit-streams with maximum correlation. Some others need inputs with
minimum correlation, and some need uncorrelated inputs [1].

To emulate maximally correlated bit-streams, a is set maximally,
while for minimum correlation, a is minimum. a is the first CT prim-
itive we find. The formulas for the maximally (amax) and minimally
(amin) “11” occurrences are presented in Fig. 1(c)-I. After finding
a, by using the scalar values of X1, X2, and N, the other primitives
(b, c, d) are found. The formulas are shown in Fig. 1(c)-II. Finally,
logic operations are converted to basic arithmetic on the primitives.
Fig. 1(c)-III shows how different logic operations can be obtained
from CT primitives.

Besides the cases with maximum and minimum correlation, emulat-
ing uncorrelated or independent bit-streams is important for modeling
SC systems. Stochastic cross correlation (SCC) [Fig. 1(b)] [19] with
range of [−1, 1] is suggested as a metric to quantify the correlation
level between two bit-streams. Two bit-streams are uncorrelated if
SCC ≈ 0. When the SCC formula is solved for SCC = 0, the
following equation is obtained to set up CT for zero correlation:
azero = �([X1 × X2]/N)�. Fig. 1(d) provides an example of setting
up CT for X1 = 2 and X2 = 4. Steps I–III depict the CT formation
for three correlation points: 1) minimum; 2) zero; and 3) maximum.
The numeric table in step III shows the number of 1s in the output
bit-stream resulting from different logic operations. Fig. 1(e) shows
example bit-streams for X1 and X2 scalars for different correlation
points and the corresponding logic results using traditional bit-by-bit
processing. As it can be seen, the logic results shown in Fig. 1(d)
and (e) are the same, proving the correctness of the CT method.

Fig. 2. Generic CT set-up.

III. PROPOSED APPROACH

A. Generic CT Set-Up

We first define a generic CT set-up for simulating multilevel cas-
caded SC circuits. Fig. 2 depicts the encapsulated CT setting followed
from the circuits’ inputs to the output. Considering Y1 and Y2 con-
nected to any gate type at the mid-level, the AND reference gate
is temporarily evaluated using near-zero correlation, azero (step I).
The deviation from the expected value (i.e., error-free multiplication
value) is determined by random fluctuation error, ε, considering the
model of random sources that generate input bit-streams (step II).
The actual value is estimated through ε. Finally, other CT primi-
tives are calculated based on actual a (step III). For more complex
circuits with reconvergent paths (especially when processing longer
bit-streams, e.g., 512 and 1024), the designer may benefit from the
reconvergence involving correlation. At the output of the reconver-
gent paths, signal correlation can be used to define the expected value
via amin or amax. We observe that reconvergence awareness in CT
simulations may be beneficial to reduce error especially for complex
circuits (levels > 3) when processing long bit-streams (please see
the GitHub repository [20] for some examples.) Nevertheless, we
recommend the expected value assignment in Fig. 2 for the image
processing circuits (those having ε �= 0) in Section III-B.

B. SC Image Processing With CT-Based Random Source Emulation

This work extends the SC-based image processing techniques with
three new case studies: 1) image compositing; 2) pattern detection;
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Fig. 3. Proposed CT-based (a) image compositing, (b) pattern detection, and (c) bilinear interpolation.

and 3) bilinear interpolation. The first case study is image com-
positing. Szeliski [21] elaborated image compositing by giving the
compositing (C) formula C = B(1 − α) + Fα, where B is the orig-
inal background image, α is the foreground image opacity, and F
is the foreground image. Fig. 3(a)-I shows an example of image
compositing. The image compositing formula reminds the equation
of an SC scaled adder implemented using a multiplexer (MUX):
MUX = PX1(1 − PS) + PX2PS, where PS is the probability of the
select input [6]. The SC MUX formula is elaborated in Fig. 3(a)-II.
As the image compositing and MUX formulas coincide, the image
compositing can be realized by simply using a MUX unit. The main
inputs are the background and foreground image pixel bit-streams,
and the select input is the foreground image opacity, α. The CT model
for a MUX (built from two AND and one OR gates) is obtained using
multiple tables as depicted in Fig. 3(a)-III. Using the scalar values
of B, F, and α, first, the near-zero-correlation CTs are created. Since
the AND operation result is the same as the “a” primitive, CT1 is set
by considering near-zero a (azero): CT1azero = �([B × (N − α)]/N)�.
Likewise, CT2 is set by CT2azero = �([F × α]/N)�. After calculating
the zero-correlated a value, the random fluctuation error (ε) from
the input bit-stream generators should also be taken into account by
carrying out the steps of the generic CT set-up shown in Fig. 2. In
this study, we emulate three different bit-stream generation models:
1) binomial distribution; 2) Sobol LD; and 3) LFSR.

For the binomial distribution case, a stochastic bit-stream having
probability P is considered as a set of samples from RV with a
Bernoulli distribution having a success probability, P. Considering
the independent and identically distributed RV [22], a stochas-
tic number is represented yielding binomial distribution with a
variance σ 2 = P(1 − P)/N. As a reference, the AND operation
(corresponding to CT primitive “a”) has an expected output prob-
ability PY = E[Y], yielding PX1 × PX2 for independent variables.
Nevertheless, the obtained probability, P̂Y , may differ due to random
fluctuations. Using squared error, the random fluctuations error for
the case of Bernoulli RVs is obtained as errY = E[(PY − P̂Y )2] =
PY (1 − PY )/N [1], [23]. From the squared error to the square-
rooted format, the error is ε = √

errY . Considering AND as the
reference and initial operation, we include ±ε in the obtained CT
output probability. Fig. 3(a)-III has AND gates in the first level of
MUX. After obtaining azero, the obtained output probabilities of CT1
and CT2, (a/N), are determined via (azero/N) ± ε. (Our error cal-
culations show that (a/N) + ε has better error performance than
(a/N) − ε; therefore, we use +ε for the model.) For the LFSR
case, we model error by assuming hypergeometric distribution as

recommended by Baker and Hayes [24]. They define the output
deviation of performing bit-wise AND operation on LFSR-based bit-
streams as ε = √

([PX1 × PX2 × (1 − PX1) × (1 − PX2)]/[N − 1]),
where X1 and X2 are the inputs. Finally, unlike the binomial and
LFSR cases, the Sobol-based LD model almost equals the near-zero
correlation CT, i.e., azero, where ε = 0.

In Fig. 3(a)-III, after including the relevant error in CT1 and CT2,
a new CT is set for the next logic operation, which is an OR opera-
tion. Similar to the first level of the circuit, the generic CT set-up is
followed for this level of logic. The expected output probability and
the input probabilities are important for calculating ε in the binomial
and LFSR-based random source error, respectively. The AND gate
model as a reference is initially calculated for the random source
error; thereby, the CT prior primitive a is first fine-tuned. Returning
to Fig. 3(a)-III, for modeling MUX, CT3’s near-zero correlated out-
put probability, (azero/N), is updated with ε. After updating the CT
prior primitive, the other primitives (b, c, d) are calculated for the
final logic operation (e.g., OR gate: a + b + c, recall Fig. 1).

The second case study is pattern detection, shown in Fig. 3(b)-I.
This task is based on maximum correlation. The two inputs from
the main image and the pattern image are maximally correlated to
utilize XOR gate as an SC subtractor. Fig. 3(b)-II elaborates on the
formula and functionality of the XOR gate as an SC primitive. As
shown, when input bit-streams are positively correlated (i.e., have
maximum overlap between the position of 1’s), bit-wise XOR acts
as an absolute subtractor, |PX1 − PX2| [25]. This can be used for
pattern search in an image, where X1 relates to the main image (M),
and X2 holds the pattern (P) to be searched in X1. The difference
gives zero value for the exact pattern match. The CT for the pattern
detection task is elaborated in Fig. 3(b)-III. The model of positively
correlated input operands is established in CT using amax. For this
case study, the generic CT setting assigns amax to the expected value,
which is also equal to the actual value since ε = 0. First amax is
found using min(X1, X2) formula, and then the b and c primitives
are calculated. The XOR result is obtained from CT via b + c, without
explicit bit-stream computing. Thus, the difference between M and P
images is obtained. This operation can be considered a convolution-
like operation; P is shifted as a sliding window over M.

The third case study is bilinear interpolation used for image resiz-
ing. This task is based on linear interpolations in both x (width) and
y (height) directions. By repeating linear interpolations for x and y,
bilinear interpolation is performed. Assume an image I defined by a
rectangular region with four points: (x1, y1), (x1, y2), (x2, y1), and
(x2, y2). A new pixel point in this region is denoted as (x, y), and is to

Authorized licensed use limited to: University of Louisiana at Lafayette. Downloaded on December 18,2023 at 18:50:44 UTC from IEEE Xplore.  Restrictions apply. 



IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS 3477

TABLE I
COMPARING BIT-WISE BIT-STREAM PROCESSING AND CT APPROACH IN DIFFERENT COMPUTING PLATFORMS*: CPU AND GPU

Fig. 4. Test procedure for simulating SC operations (a) with no data
dependency and (b) with data dependency.

be estimated. Considering the unit square for the rectangular region,
the expression for I(x, y) is (1 − dx)(1 − dy)I11 + (1 − dx)(dy)I12 +
(dx)(1−dy)I21 + (dx)(dy)I22 [26], where I11, I12, I21, I22 are neigh-
boring pixel values, and dx and dy are new pixel’s relative positions
that define resizing coefficient, ρ. An example of bilinear interpola-
tion is shown in Fig. 3(c)-I. We use a 4-to-1 MUX to realize this
task in the stochastic domain. Fig. 3(c)-II shows the binary logic of
a 4-to-1 MUX and the corresponding transformation to bit-stream
processing using probabilities. dx and dy are connected to the select
ports of the MUX. Fig. 3(c)-III depicts the CT model that follows
the same procedures in Figs. 2 and 3(a)-III explained above.

IV. TESTS AND RESULTS

In this section, we evaluate the performance of the proposed tech-
nique compared to the conventional approach of simulating SC.
Before evaluating the performance of the SC image processing
designs, we conduct a preliminary analysis of computer-aided sim-
ulation of SC operations on CPU and GPU. We use Python for the
tests and the Cuda library for GPU simulations. The operations are
guaranteed to run on a single core for the CPU and in parallel for
the GPU tests. For simulating the conventional bit-stream process-
ing, the bit-streams are first generated and stored in memory and
then used for logic operations. We consider two cases of “no data
dependency” [Fig. 4(a)] and “with data dependency” [Fig. 4(b)] in
the SC operations. For the “no data dependency” case, simulations
of single and independent logic operations (i.e., 2-input AND, OR,
XOR, and XNOR) are evaluated. In this case, the logic operation does
not depend on the output of other operations. We denote the total
number of logic operations in each test by micro-operation (μO). N
is selected from {23, 24, . . . , 210} during the tests. The cases “with
data dependency” include cascaded logic operations. In each test,
four-level cascaded logic operations are performed. Each operation
waits for the result of another operation (except the first operation),
thereby having data dependency. The processing times are reported in
Table I for an average of 1000 independent tests. As it can be seen,
the conventional bit-stream simulations are significantly slower than
the CT-based simulations. In all cases, the GPU-based simulation is
faster than CPU-based run. In particular, running on GPU reduces
the simulation time of the conventional bit-stream processing up to
189× compared to running on CPU. We observe that the CT-based
simulation is 142× faster than the conventional approach for simple
logic operations with no data dependency, and delivers 229× better
runtime for the case with data dependency when running on GPU.

Fig. 5. Details of the image processing tasks under test and sample inputs.
(a) Image compositing, (b) pattern detection, and (c) bilinear interpolation.

We also conducted an accuracy evaluation for the circuit structure
shown in Fig. 4(b). We first fed this four-level circuit by binomi-
ally distributed bit-streams, and then constructed the corresponding
CT-based model by considering ε at each level. We compared the
output probabilities from the two models and measured the mean
absolute error (MAE) for 1000 times simulating the circuit with dif-
ferent random input values. For N = 1024, the MAE between two
simulation models was 0.024.

Next, we evaluate the runtime, memory usage, and accuracy of
the three discussed image processing tasks, as shown in Fig. 5. Tests
are developed in the MATLAB tool. For the conventional simula-
tion method, the binornd() function is utilized for generating
the binomially distributed bit-streams. The MATLAB built-in Sobol
generator is used for generating LD sequences. For the LFSR-based
approach, random numbers are generated using the maximal-period
LFSRs described in [27].

First, different foreground images are embedded in different-sized
background images for the image compositing design with N = 256
which can accurately represent 8-bit pixel values of grayscale images.
We evaluate five different cases: 1) SC using binomial random bit-
streams (SCRandom); 2) SC using state-of-the-art Sobol bit-streams
(SCSobol) [16]; 3) CT-based SC with near-zero correlation (CT0); and
4) Conventional binary image processing (CONVN). We also evaluate
a case where the random fluctuations error of random bit-streams is
included in the CT method. Built-in fluctuations based on Bernoulli
distribution are considered during a primitive calculation. This is
given as 5) CT-based SC with random fluctuations (CTRAND).

We note that the emulation of random fluctuations is fairly con-
trolled as both SCRandom and CTRAND methods show similar
PSNR (peak signal-to-noise ratio) values in the image compositing
task. Besides, CT0 competently emulates Sobol-based bit-stream pro-
cessing (SCSobol) as their PSNR values also match. Therefore, this
study also provides a fast and efficient way to simulate LD Sobol-
based SC [17]. As it can be seen in Table II, for both “People” and
“Plane” test images of the image compositing task, the CT-based
approaches (CT0 and CTRAND) are far better in runtime com-
pared to SCSobol and SCRandom methods. Memory performance
of the image compositing task is enhanced by ∼1048.58 Bytes per
MUX-based operation compared to the conventional bit-stream pro-
cessing. Since PSNR is an aggregate measure over all image pixels,
we also evaluate the per-pixel performance between the composite
images produced by the SCRandom and CTRAND methods using
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TABLE II
SIMULATION RESULTS OF THE IMAGE PROCESSING TASKS

MAE. First, excluding pixels that bring an absolute error of zero
(|CTRAND − SCRandom| = 0), we only considered the pixels that
have an error (|CTRAND−SCRandom| ≥ 1). The MAEs were 5.897
and 5.352 for the people and plane test images, respectively. MAEs,
when including all pixels, were 2.762 and 2.496, respectively. We
also measured the PSNR values for the case of having all pixels. The
PSNR for the people example was 34.416 dB, and that for the plane
example was 34.950 dB.

We evaluate the pattern detection case study in the follow-
ing scenarios: 1) SC with maximally correlated random bit-
streams (SCMax); 2) CT with maximum correlation (CTMAX); and
3) CONVN. The simulation results are shown in Table II.

For pattern detection, the proposed CTMAX method is as fast as
the conventional binary execution (CONVN). While the SCMax’s
runtime increases by increasing the bit-stream length (N), CTMAX’s
runtime remains constant. The CTMAX’s runtime was the same until
N = 232, after which MATLAB was unresponsive due to the array
size limit. A constant runtime independent of N is another important
advantage of the proposed technique. As Table II shows, the memory
efficiency of CT simulation improves compared to the bit-stream pro-
cessing as N increases. The MATLAB built-in absolute value function
(abs()) makes CONVN slightly slower in pattern detection appli-
cation. However, we observed that the MATLAB built-in functions
speed up for a large number of iterations (> 105) when the size of
testing images increases. Our simulation results show that the CT-
based approach can address the long latency issue of simulating SC
image processing designs, completing the computations as fast as
conventional binary processing.

Finally, we evaluate the simulation of the bilinear interpolation
design. In addition to the previous computing scenarios, we include
conventional SC with LFSR-based bit-stream processing (SCLFSR)
and CT with LFSR-model fluctuations (CTLFSR) in our simulations.
We validated the emulation of the three random source methods.
Particularly, we considered hypergeometric distribution for emulating
LFSR-based bit-streams in the CT model. As expected, the runtimes
were much shorter with CT, and the PSNR values were closely
followed. Memory efficiency was also 22× better with CT-based
simulations compared to conventional SC simulation.

V. CONCLUSION

This work proposes a fast method for the simulation of SC image
processing systems. The data are processed with the aid of CTs
without actual bit-stream processing. The methodology is evaluated
on three SC image processing case studies: 1) image composit-
ing; 2) pattern detection; and 3) bilinear interpolation. Experimental
results show that the proposed approach can simulate SC nearly as

fast as conventional binary processing with a substantial reduction
in memory usage. In future work, we will employ the CT-based SC
simulation technique for fast and efficient simulation of SC-based
deep learning systems.
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